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Differential scattering cross section measurements are reported for the Ne and Ar scattering from Cl2. This
new data, along with previously published data andab initio quantum calculations, are used to determine
potential energy surfaces for HeCl2, NeCl2, and ArCl2 via multiproperty fits. The starting point of the fitting
procedure was fitting a one-center Morse-spline-van der Waals potential to a set ofab initio points for each
molecule. Because the resultingab initio potential is highly anisotropic, this fit required the use of up to
nine anisotropy parameters, many more than could independently be fitted with experimental data alone.
Therefore theab initio potential was adjusted to fit the data by varying as few of the parameters as possible.
The fit to the scattering data was carried out within the infinite order sudden approximation. The fits were
also constrained by spectroscopically determined rotational constants and experimental dissociation energies
(except for HeCl2 for which no measurement ofD0 is available). These were calculated from the potentials
via aJ-dependent variational method. Theab initio surfaces can be brought into good accord with the data
by an overall deepening of the potentials and a slight shift to shorter distances. In the case of NeCl2, for
which the best data is available, no changes in the anisotropy parameters were necessary to achieve an excellent
fit. For HeCl2 and ArCl2 the fitting required slightly more adjustments, and there are more uncertainties
inherent in the fitting method, but very good agreement is still achieved. The present multiproperty analysis
confirms that the highly anisotropicab initio surfaces, with similar well depths for the linear and perpendicular
configurations, are consistent with the experimental data. We believe that these are the best available surfaces
for the ground states of these molecules, and that new data or much higher level calculations will be required
to achieve significant improvements.

I. Introduction

Given the numerous studies that have investigated the
behavior of halogen molecules in contact with noble gas atoms,
it is surprising that there is still no agreement regarding even
the qualitative shape of the noble gas-halogen potential for
the ground electronic state. Within the last several years, a wide
variety of potentials have been published. The goal of this paper
is to use all of currently available information to determine the
intermolecular potentials for HeCl2, NeCl2, and ArCl2. New
differential scattering cross section (DCS) data is reported for
NeCl2 and ArCl2. This data, along with previously reported
DCS data for HeCl2, is combined with spectroscopic data for
the rotational constants and dissociation energies (except that
noD0 is available for HeCl2) to constrain a fit to the potentials.
In each case, the starting point of the fit was a set ofab inito
points. Theab initio surfaces could be adjusted to fit the
experimental data by lowering the overall well depths by 5-24%
and shortening the well distances slightly. For NeCl2, for which
the most comprehensive data is available, these minor changes
were enough to achieve excellent fits. For HeCl2 and ArCl2
very slight changes in the anisotropy parameters were necessary
to achieve the desired fit quality. We believe that the potentials
obtained here are the best that can be obtained with currently
available information. We are very happy to present this work
in this special issue ofThe Journal of Physical Chemistry Bin
honor of Professor Y. T. Lee, who has had such a profound

impact on the methodology used to study molecular physics.
Of course, fitting potentials is always a somewhat risky business
since there is no unique fit, and any fit depends on the fitting
function that is chosen. These issues are discussed in some
detail. We start with a brief review of the type of data that is
currently available on these systems.

A laser-induced fluorescence (LIF) spectrum of HeCl2 was
first obtained by Janda and co-workers.1 Pump-probe spec-
troscopy was done on the same molecule and yielded informa-
tion on the dynamics.2,3 The differential scattering cross section
of the He+ Cl2 system was studied together with spectroscopic
data by Beneventiet al.4 and was further analyzed by Huanget
al.5 Among the theoretical studies of HeCl2 is the work of Reid
et al.,6 who employed realistic intramolecular potentials to
calculate rovibrational energy levels and wavefunctions.Ab
initio calculations for the X electronic state potential energy
surface of HeCl2 were performed by Chałasin´ski et al.7 and by
Tao and co-workers.8 The B electronic state of HeCl2 was
studied by Rohrbacheret al.,9 who employed a Cl-Cl distance
dependentab initio potential energy surface for the B state to
calculate an excitation spectrum and several dynamical proper-
ties. A diatomics-in-molecules (DIM) approach for HeCl2 (and
ArCl2) was taken by Grigorenkoet al.10 who included ion-pair
states in the description of the potential energy surfaces and
discussed the stability of the T-shaped and linear isomers.
NeCl2 was first observed by Brinzaet al.11,12 They also

observed vibrationally excited NeCl2 molecules, which isX Abstract published inAdVance ACS Abstracts,August 1, 1997.
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interesting, because the Cl-Cl vibrational energy far exceeds
the Ne-Cl2 bond energy. A high-resolution LIF spectrum was
obtained by the same group13 and used to improve the spectral
constants of NeCl2. Vibrational predissociation lifetimes for
several vibrational states of NeCl2 were obtained by Evardet
al.14 and analyzed in terms of momentum gap arguments.
Pump-probe spectra were obtained by Clineet al.15 and used
to determine the rotational product state distribution for the
vibrational predissociation of NeCl2. Theoretical studies include
the work of Halberstadtet al.,16 who did three-dimensional
quantum mechanical calculations on the NeCl2 vibrational
predissociation and compared the results to experimental data.
Tao and co-workers8 carried outab initio calculations for NeCl2.
Very recently, Buchachenkoet al.17 used diatom-in-molecule
(DIM) potentials to describe various properties of NeCl2.
For ArCl2 several experimental and theoretical studies have

also been reported. Janda and co-workers18measured a pump-
probe optical spectrum of this van der Waals complex and
determined the structural parameters and the bond energy. A
microwave spectrum of ArCl2 was measured by Xuet al.19 and
yielded greatly improved rotational constants for the ground
electronic state. In 1992 Tao and Klemperer20 calculated a
potential energy surface for ArCl2 using the Møller-Plesset
perturbation theory to second order (MP-2) and found general
agreement of the calculated bond energy and bond length with
experimental data. Calculations at the MP-4 level of theory
for ArCl2 were done by Sadlejet al.21 Intramolecular vibrational
redistribution in ArCl2 was examined by Halberstadtet al.22

using converged three-dimensional quantum mechanical calcu-
lations. Naumkin and Knowles23 investigated the effect of
anisotropy on interactions between atoms and applied their
findings to the Ar-halogen systems. Finally McCourtet al.24

employed an empirical potential energy surface and calculated
several properties of ArCl2 and compared them to experimental
data.
This paper presents differential cross section (DCS) measure-

ments for the Ne+ Cl2 and Ar+ Cl2 systems. The aim of this
work is to determine potential energy surfaces for HeCl2, NeCl2,
and ArCl2 consistent with the available experimental data,
including optical and microwave spectra as well as scattering
distributions. For each moleculeab initio potentials were used
as a starting point in a fit to these measured data. The fit to
the data was performed in such a way that the fitted surface
preserved, as much as possible, the anisotropy of theab initio
calculations. The fitted surfaces turned out to be not very
different from theab initio surfaces: the main difference is that
ab initio calculations underestimate the depth of the potential
wells.
This paper is organized as follows: section II contains

information on the differential cross section measurements
performed with a high-resolution crossed molecular beam
apparatus in Perugia. Details on the potential function, DCS
calculations, and fitting procedures are presented in section III.
The results for HeCl2, NeCl2, and ArCl2 are given in section

IV and discussed in section V. Section VI concludes the paper
with a brief summary and suggestions for future work.

II. Experimental Methods

Total (elastic and inelastic) differential cross sections for Ne-
Cl2 and Ar-Cl2 were measured in Perugia using a high-
resolution crossed molecular beam apparatus that has been
described in detail elsewhere.25 Briefly, well-collimated dif-
ferentially pumped, supersonic nozzle beams of Ne (Ar) and
Cl2 are crossed at 90° in a large scattering chamber kept at 10-7

mbar, and the in-plane scattered rare gas atoms are detected by
a rotating ultrahigh-vacuum quadrupole mass spectrometer
detector. The most relevant data concerning the interacting
beams are listed in Table 1. By using room temperature nozzles
the resulting collision energies wereE ) 70.7 meV for Ne-
Cl2 andE) 74.9 meV for Ar-Cl2. The Cl2 pressure was kept
low to avoid condensation. Test measurements carried out at
different Cl2 pressures showed no noticeable effect on the
amplitude and location of the high-frequency oscillatory struc-
ture observed in the total DCS for Ne-Cl2. The Cl2 beam
conditions were the same as used in previous experiments on
the He-Cl2 system, and the geometrical arrangement is the same
as that used in previous experiments. The beam velocities have
been measured by absolute time-of-flight analysis to within 1%,
and the location of the primary beam was determined to within
0.03° as in previous work.4 From the velocity distribution of
the Cl2 beam, a translational temperature of about 20 K is
estimated. Assuming equilibrium between translational and
rotational degrees of freedom, rotational states up toj ) 14
(1%) are populated with a maximum atj ) 4-5. The laboratory
total angular distributionsI(Θ) were obtained by taking from
four to six scans and counting for 30-90 s at each angle,
depending on signal intensity. The Cl2 target beam was
modulated at 160 Hz by a tuning fork chopper for background
subtraction.

III. Computational Methods

A. Potential Form and DCS Calculations. MP-4 potential
energy surfaces for the X states of the RgCl2 systems8 were
used to calculate the differential cross sections of the Rg (rare
gas)+ Cl2 collisions. The infinite order sudden approximation
(IOSA)26 was employed to perform these calculations. Pack27

has clearly shown that damping of the rainbow and diffraction
oscillations in the total DCS is directly related to the anisotropy
of the depth (ε) and position (Rm), respectively, of the minimum
of the potential well. It has been demonstrated for He-O2 (ref
25), He-N2 (ref 28), and He-CO2 (ref 29) scattering that an
evaluation of the quenching and shifting of the diffraction
structure within the IOS approximation allows a reasonably
accurate determination of the potential anisotropy, which
(although obtained indirectly) is in agreement with that obtained
directly from rotationally inelastic scattering data. Furthermore,
an accurate (to within 1%) determination of the absolute distance
scale of the potential can also be obtained from the locations

TABLE 1: Beam Parameters

He Ne Ar Cl2

nozzle diameter (mm) 0.025 0.025 0.025 0.025 0.10
source pressure (bar) 48 26 18 4 0.5
source temperature (K) 308 97.5 302 302 315
peak velocity (m/s) 1786 1005 792 559 503
speed ratio 44.7 49.6 36.0 24.5 7.8
∆V/V (%) 3.7 3.3 4.6 6.7 21
beam divergence (deg) 0.4 0.4 0.4 0.4 1.8
skimmer diameter (mm) 0.50 0.50 0.50 0.50 0.65
distance nozzle-skimmer (mm) 9.5 9.5 9.5 9.5 6.3
distance nozzle-collision center (mm) 86 86 86 86 57
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of the diffraction extrema. It thus seems reasonable to assume
that this procedure, which has been used successfully for the
determination of the O2-, N2-rare gas interactions,25,28,30can
also be employed for the determination of the Cl2-rare gas
interactions. However, the wisdom of employing the IOSA for
the calculation of the total DCS for the scattering of such
relatively heavy collision partners, especially Ar-Cl2, at col-
lision energies as low as 70 meV might well be questioned.
Direct comparison between exact close-coupling (CC) and IOSA
computations for collisions involving He and Ne has firmly
established28,31,32,33that the IOSA provides an accurate calcula-
tion of the total DCS at such collision energies. Indeed the
IOSA was found to be inadequate only for large∆j transitions,
which contribute little to the small angle total DCS.28,32 Close-
coupling calculations for Ar-O2 atE) 97 meV (ref 34) indicate
that the inelastic cross sections calculated within the IOSA
disagree with those calculated using the close-coupling method
only for rotational transitions that involve large values of∆j.
These transitions were shown to contribute little to the total
DCS up to laboratory angles of about 30°. It was concluded
that it is reasonable to use the IOSA to fit total DCS data for
systems such as Ar-O2. Although the restrictions of validity
of IOSA may be more severe in the case of Ar-Cl2 because of
the heavier mass and larger anisotropy, we have applied the
IOSA for the analysis of the present scattering data. It must be
noted that the primary reason for using the IOSA is that close-
coupling computations of the total DCS for these systems
involving a heavy molecule such as Cl2, at the energy of the
present experiments, are prohibitive.
The 1-center MSV potential form given in eqs 1-5 (and also

employed by Huanget al.5) was fitted to theab initio MP-4
points:

with the Legendre-expansions

and

R is the distance between the rare gas atom and the center of
mass of Cl2; γ is the angle betweenR and the Cl2 molecular
axis. The short-range and long-range parts of the potential are
joined with the following Morse-spline-van der Waals (MSV)
reduced form:

with

The Ch6, Ch8, andCh10 constants were derived following the
procedure outlined in ref 4. The resulting analytical potential

was used to calculate the differential scattering cross sections
within the IOSA. The approximation involves a 32-point Gauss-
Legendre quadrature, which was used to average the center-
of-mass (c.m.) cross sectionsσ(Θ,γ) over cos(γ), according to
the IOSA formula

To compare the calculated cross sections with the experimental
angular distributionsI(Θ), a transformation from the c.m. system
into the laboratory frame was performed by using the elastic
Jacobian. The result was then averaged over the velocity
distributions of the two beams and over the beam/detector
geometry, as done in previous work.4,35

B. Fits of the Potential Energy Surfaces to Experimental
Data. For all three Rg-Cl2 molecules, theab initio potential
energy surfaces8 yielded a scattering distribution that showed
substantial differences compared to the measured distributions,
see section IV. However, the results were promising enough
that theab initio surfaces were taken as the starting points for
a fit to the data, and the fit was performed in such a way as to
preserve the anisotropy of theab initio surface. Three types of
experimental data were employed: the measured differential
cross sectionsIexp(Θ) for the Rg+ Cl2 collisions, the experi-
mental dissociation energies for the NeCl2 f Ne + Cl2 and
ArCl2 f Ar + Cl2 processes,15,36,37and the three asymmetric
rotor rotational constantsA, B, andC.38 The fit was performed
with a versatile genetic algorithm (GA) driver,39 available as
freeware on the World Wide Web. The calculations were done
on DEC Alpha workstations. The GA decides on a new set of
potential parameters, which are used to calculate the DCS,
dissociation energy, and three rotational constants. For NeCl2

and ArCl2 three least-squares values,øi
2 (i ) 1, ..., 3), were

calculated and weighted according to the following formula:

The exponentsx, y, andz in eq 7 were chosen as follows: the
weighting of the spectroscopy was kept as low as possible but
high enough to yield rotational constants within the experimental
error bars. Similarly, the weighting of the scattering data was
choosen to be as low as possible but still sufficiently high to
reproduce the experimental DCS. For the NeCl2 fit the
exponents werex ) 4, y ) 2, andz) 0.5. For ArCl2, x ) 3,
y ) 1, andz ) 0.5. Theøi

2 values were calculated according
to the following equations:

and

In eqs 8-10, 101, 111, and 110 represent the lowest three
calculated rotational energies forJ ) 1; Icalc(Θ) andD0

calc are
the calculated scattering distributions and dissociation energies,
respectively. The fitness valuecfitness for HeCl2 was
1/(ø1

2‚(ø2
2)2) (an experimental value for the HeCl2 dissociation

energy does not exist). The GA driver works tomaximizethe
valuecfitnessby varying the potential parameters, within the limits
specified by the user, in such a way to efficiently sample the

V(R,γ) ) ε(γ)‚f(x), x) R/Rm(γ) (1)

ε(γ) ) εj‚[1 + A2‚P2(cos(γ)) + A4‚P4(cos(γ)) +
A6‚P6(cos(γ)) + A8‚P8(cos(γ))] (2)

Rm(γ) ) Rhm‚[1 + B2‚P2(cos(γ)) + B4‚P4(cos(γ)) +
B6‚P6(cos(γ)) + B8‚P8(cos(γ))] (3)

f(x) ) exp[-2â(x- 1)] - 2‚exp[-â(x-1)], 0< x< x1

) b1 + (x- x1)‚{b2 + (x- x2)‚[b3 + (x- x1)‚b4]},
x1 e xe x2 (4)

) -c6‚x
-6 - c8‚x

-8 - c10‚x
-10, x2 < x< ∞

â ) âh‚(1+ â2‚P2(cos(γ))),

c6 )
Ch6

εj‚Rhm
6
, c8 )

Ch8

εj‚Rhm
8
, c10 )

Ch10

εj‚Rhm
10

(5)

σ(Θ) ) 1
2

‚∫-1+1σ(Θ,γ) d[cos(γ)] (6)

cfitness)
1

[(ø1
2)x‚(ø2

2)y‚(ø3
2)z]

(7)

ø1
2 ) (101 - (B+ C))2 + (111 - (A+ C))2 +

(101 - (A+ B))2 (8)

ø2
2 ) ∑

Θ

(Icalc(Θ) - Iexp(Θ))2 (9)

ø3
2 ) (D0

calc- D0
exp)2 (10)
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“parameter space”. This efficiency is quite important in this
study, because each calculation of the “data” from subsequent
iterations of the potential is quite time consuming.
In the case of HeCl2 the leading terms (εj andRhm) and first

anisotropy parameters (A2 andB2) were varied, and all other
potential parameters were held fixed to theab initio values.
For NeCl2 only the leading terms of well depth (εj), equilibrium
distance (Rhm), and steepness (âh) were allowed to vary, and all
the anisotropy parameters were held fixed at the values obtained
from the ab initio calculations. In the case of ArCl2 all the
leading terms (εj, Rhm, andâh) and the first anisotropy parameters
(A2 andB2) were varied while the others were held at theab
initio values, but the potential parameters from an MP-4ab initio
surface, adjusted with CCSD(T) (coupled cluster approach with
singles, doubles, and noniterative triples) points,8 were used as
starting values in the fit.
To determine the sensitivity of the potential to the region of

the potential near the linear configuration, all-parameter fits with
potential energy surfaces that had fixed linear well depths were
carried out. Linear well depths(10% ((20% for ArCl2) of
the best fit values were tested. Since the spectroscopic data is
most sensitive to the perpendicular region, this data could be
reproduced with these restricted surfaces. However, the scat-
tering data are also sensitive to the linear well region, and we
conclude that the linear well depths are accurate to(10%
((20% for ArCl2). We chose to test the sensitivity to the linear
well depths in this way because the GA does not give error
bars for the parameters. Even if a more standard routine, such
as the Marquardt nonlinear algorithm, were employed, the
correlation matrix for the parameters would not be particularly
useful for this problem. The highly anisotropic potential that
must be employed to fit theab initio points has far more
parameters than can be determined from available data. It is
also not obvious how to incorporate theab initio points directly
into the fit since there are systematic errors in these points. For
instance, the calculated well depths are clearly too shallow. For
these reasons we incorporated the methods described above,
which rely on our physical insight in choosing which parameters
to float.
There are other technical issues that need to be mentioned in

choosing a fitting strategy. For each test potential considerable
computer power is expended to calculate “data” for comparison
to the experiment. For the rotational constants and dissociation
energy, a fullJ dependent variational calculation of the bound
state energies (similar to those described in refs 4 and 5) must
be performed. Since the cost, in time, of these calculations
increases rapidly with basis set size, compromises must be made.
This keeps us from taking full advantage of the many significant
figures of the microwave data for ArCl2. Similarly, the infinite
order sudden (IOS) approximation used to calculate the DCS
distributions cannot be completely tested. It is expected to be

quite good for small angles but to degrade for larger angles
due to increased inelasticity, especially for ArCl2. In preliminary
test calculations by D. Lemoine,40 the scattering intensity
calculated for low-energy helium scattering using the close-
coupling method shows the IOSA approximation to be valid
up to 16°; at the higher energy, IOSA is expected to be valid in
all the experimental angular range. Another assumption that
can affect the large angle scattering intensities is the use of the
elastic Jacobian. A more extensive test of the potentials reported
here by higher level calculations would be very valuable but is
beyond the scope of this paper. At the present time, close-
coupling calculations for Ar-Cl2 are prohibitively time consum-
ing.

IV. Results

Table 2 gives an overview over the results obtained by
calculations with theab initio surfaces of HeCl2, NeCl2, and
ArCl2, as well as the results from fitting the surfaces to the
experimental data. The values forR0 (Rg-center-of-mass Cl2
distance) in Table 2 were calculated from the rotational constants
using a rigid rotor model. Since Rg-Cl2 molecules are not
rigid rotors, the two rotational constants depending onR0 (A
andC for HeCl2, B andC for NeCl2, ArCl2) give two different
distances. Therefore a range ofR0 is reported in Table 2.
Contour plots of the best fit surfaces are shown in Figure 1.
A. HeCl2. Figure 2 shows the calculated differential cross

section obtained with theab initio potential for HeCl2 together
with the experimental data. Here the collision energy isE )
68.8 meV. The laboratory angular distributions are also reported
multiplied by Θ7/3 in order to remove the steep angular
dependence at small angles and to enhance the oscillatory
structure. Only the remainder of the main rainbow oscillation
is discernible as the first maximum at about 4°. It can be seen
that the locations of the maxima and minima of the diffraction
oscillations in the calculated DCS do not match very well with
the ones in the measured data. Also at higher angles the DCS
intensities do not agree very well, which is probably due to the
IOS approximation. Both the location of the calculated rainbow
maximum (at too small of an angle) and the shift of the
calculated diffractions (toward too small angles) with respect
to experiment suggest that the well depth should be deeper and
the minimum position closer. Also, the diffraction amplitudes
are predicted to be somewhat too quenched, which indicates
that the anisotropy parameters should be smaller. Indeed, by
allowing the parametersεj, A2, Rhm, andB2 to vary, one obtains
a much better fit to the experimental data, see Figure 3. The
valueø2

2 for this fit was 0.0024, which should be compared to
the value 0.031 for the fit in Figure 3 of ref 5 (SA-MSV fit).
For a lower collision energy,E ) 24.7 meV, the experimental
DCS and the calculated curve obtained using the best fit PES
are shown in Figure 4. Again we obtain a better fit withø2

2 )

TABLE 2: Results of the Calculations with the ab Initio And Best Fit Potential Energy surfaces

rotational constants (cm-1) diss. energy D0 (cm-1) Rg-Cl2 distanceR0a (Å)

measured ab initio best fit measured ab initio best fit measured ab initio best fit

HeCl2 A) 0.31(5) A) 0.313 A) 0.304
B) 0.2435 B) 0.275 B) 0.256 12.20 18.43 3.8( 0.4 4.0( 0.3 3.9( 0.1
C) 0.14(1) C) 0.126 C) 0.131

NeCl2 A) 0.2435 A) 0.2485 A) 0.2484
B) 0.085(2) B) 0.0830 B) 0.0853 59.7( 2.0 56.0 61.5 3.57( 0.04 3.63( 0.02 3.58( 0.02
C) 0.063(1) C) 0.0612 C) 0.0625

ArCl2 A) 0.245 953(4) A) 0.244 74 A) 0.24596
B) 0.048 169 591(8) B) 0.045 59 B) 0.048 16 187.9( 1.0 178.45 188.40 3.7190( 10-6 3.818( 0.006 3.715( 0.006
C) 0.040 0381 28(7) C) 0.038 24 C) 0.040 05

aThe error bars for theab initio and best fitR0 reflect the uncertainties in using the rigid-rotor approximation and not errors in the potential
energy surface.
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0.0065, compared to a value of 0.067 in Figure 3 of ref 5. Note
that the low-energy data was not used in the fit, so the agreement
of the calculated DCS with the experimental data is a test of
the reliability of the fit. Note in particular the quality of the
present fit of the third maximum at about 18°, which was not
very well reproduced in the SA-MSV fit.5

A contour plot of the best fit potential energy surface is shown
in Figure 1, and the potential parameters are given in Table 3.
Cuts through the unchangedab initio and fitted potentials at
0°, 90° and the saddle point are depicted in Figure 5. The linear
and T-shaped wells of the fitted surface are both deeper than
the corresponding wells of theab initio surface. Table 3 gives
more details on the features of both surfaces. The fitted surface
gives a dissociation energyD0 of 18.43 cm-1, and the calculated
He-Cl2 distanceR0 is 3.9 Å, which is consistent with the LIF-
measurements3 (R0 ) 3.8( 0.4 Å). The calculated rotational
constants areA ) 0.304 cm-1, B ) 0.256 cm-1 andC ) 0.131
cm-1. A is off by 2%,B is off by 5%, andC is off by 6%
compared to experimental results.38 The errors of the rotational
constants are rather large, because we fitted to rigid-rotor values.
For the X state of HeCl2 a rigid-rotor model works only
reasonably well, see ref 9. However, the rigid-rotor rotational
constants provide the most useful constraints for the fitting. A

direct calculation of the transition energies would require an
new set of assumptions for the excited state surface.
B. NeCl2. For NeCl2 the experimental data (Figure 6) clearly

exhibit the main rainbow structure with superimposed diffraction
oscillations. The scattering distribution calculated from theab
initio surface (Figure 6) showed diffraction maxima and minima
that were out of phase with respect to the experimental data,

Figure 1. Best fit potential energy surfaces of the HeCl2 (a), NeCl2
(b), and ArCl2 (c) molecules in the X electronic state. The Cl atoms
are located at(0.995 Å on the horizontal axis of the plot. The units
are Å on both axes, and the energies are relative to the rare gas-Cl2
dissociation limit. (a) For HeCl2, contours have a spacing of 5 cm-1

and the outermost is at-5 cm-1. The T-shaped well is atR ) 3.524
Å and has an energy of-45.98 cm-1. The linear well is atR) 4.051
Å and has an energy of-49.34 cm-1. The saddle point is located at
55.7° andR) 4.245 Å with an energy of-21.14 cm-1. (b) For NeCl2,
contours have a spacing of 10 cm-1 and the outermost is at-10 cm-1.
The T-shaped well is atR ) 3.445 Å and has an energy of-86.94
cm-1. The linear well is atR) 4.213 Å and has an energy of-87.13
cm-1. The saddle point is located at 56.2° andR ) 4.125 Å with an
energy of-47.18 cm-1. (c) For ArCl2, contours have a spacing of 20
cm-1 and the outermost is at-20 cm-1. The T-shaped well is atR)
3.657 Å and has an energy of-220.83 cm-1. The linear well is atR
) 4.132 Å and has an energy of-226.88 cm-1. The saddle point is
located at 54.3° andR ) 4.244 Å with an energy of-127.36 cm-1.

Figure 2. Total differential cross sections for the scattering of He from
Cl2 with a collision energy of 68.8 meV. Crosses are the measured
values, and the solid line was calculated using the MP-4ab initio surface
for HeCl2 and the IOS approximation.

TABLE 3: Potential Parameters for the ab Initio and Best
Fit × Electronic State 1-Center MSV PES of HeCl2. The
Cl-Cl Distance r Was 1.990 Å

parameter ab initio best fit

εj/cm-1 24.2870 30.1862
A2 -0.16976 -0.2000
A4 0.7608 0.7608
A6 -0.2022 -0.2022
A8 0.2772 0.2772
Rhm/Å 4.034 4.0318
B2 0.1611 0.1255
B4 -0.1345 -0.1345
B6 0.02814 0.02814
B8 -0.0144 -0.0144
âh 6.3741 6.3741
â2 0.250 0.250
x1 1.108744 1.108744
x2 1.50 1.50
Ch 6/cm-1 Å6 107000 107000
Ch 8/cm-1Å8 724000 724000
Ch 10/cm-1Å10 6477000 6477000
well depth (cm-1) (γ ) 0°) -40.44 -49.34
well depth (cm-1) (γ ) 90°) -36.63 -45.98
well position (Å) (γ ) 0°) 4.197 4.051
well position (Å) (γ ) 90°) 3.454 3.524
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and the rainbow maximum is shifted toward small angles.
Again, these deviations indicate that the well should be deeper.
Figure 7 shows the best fit calculated scattering cross section
distribution for NeCl2. As can be seen, the calculated scattering
distribution follows the measured distribution very closely: even
details like the rapid oscillations are well reproduced. The fitted

NeCl2 potential parameters are given in Table 4, and a contour
plot of this surface is shown in Figure 1. Figure 8 shows cuts
through theab initio and fitted potential surfaces at 0°, 90°,
and the saddle point. This potential energy surface gave a
dissociation energy ofD0 ) 61.5 cm-1, within experimental

Figure 3. Total differential cross sections for the scattering of He from
Cl2 with a collision energy of 68.8 meV. Crosses are the measured
values, and the solid line was calculated using the best fit surface for
HeCl2 and the IOS approximation. The dashed line represents the result
obtained with a 10% shallower linear well depth.

TABLE 4: Potential Parameters for the ab Initio and Best
Fit × Electronic State 1-Center MSV PES of NeCl2. The
Cl-Cl Distance r Was 1.990 Å

parameter ab initio best fit

εj/cm-1 58.5791 63.0376
A2 -0.1056 -0.1056
A4 0.5683 0.5683
A6 -0.2320 -0.2320
A8 0.1525 0.1525
Rhm/Å 4.0107 3.9627
B2 0.1542 0.1542
B4 -0.1086 -0.1086
B6 0.0303 0.0303
B8 -0.0126 -0.0126
âh 6.8089 6.5557
â2 0.1945 0.1945
x1 1.101800 1.101800
x2 1.50 1.50
Ch 6/cm-1Å6 236000 236000
Ch 8/cm-1Å8 1710000 1710000
Ch 10/cm-1 Å10 16570000 16570000
well depth (cm-1) (γ ) 0°) -79.68 -87.13
well depth (cm-1) (γ ) 90°) -79.50 -86.94
well position (Å) (γ ) 0°) 4.265 4.213
well position (Å) (γ ) 90°) 3.486 3.445

Figure 4. Total differential cross sections for the scattering of He from
Cl2 with a collision energy of 24.7 meV. Crosses are the measured
values, and the solid line was calculated using the best fit surface for
HeCl2 and the IOS approximation.

Figure 5. Cuts though the best fit andab initio potential energy
surfaces for HeCl2 at γ ) 0°, γ ) 90°, and the saddle point.
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error of the measured value (59.7( 2.0 cm-1). The calculated
Ne-Cl2 distanceR0 is 3.58 Å, consistent with the value obtained
from LIF measurements (R0 ) 3.57( 0.04 Å). The calculated
rotational constants areA ) 0.2484 cm-1, B ) 0.0853 cm-1,
andC ) 0.0625 cm-1. These values are within or very close
to the experimental error bars. (The constantA does not depend
on the Ne-Cl2 potential within the rigid-rotor approximation.)
The major difference between the fitted surface and the one
obtained fromab initio calculations is a 9% increase in the depth
of both the linear and T-shaped well. Again, theab initio
calculations underestimate the well depth of the potential.
C. ArCl 2. Figure 9 shows the DCS data for Ar+ Cl2

compared to that calculated from theab initio potential energy
surface. For this system, which is characterized by a stronger
van der Waals interaction, the data exhibit only the main
rainbow and two supernumerary rainbow oscillations. For this
heavier system the diffractions are too closely spaced to be
resolvable under the present experimental conditions. Both the
diffraction and the rainbow oscillations are dramatically quenched
with respect to what one would measure if the interaction were
spherical. The quenching effect is a manifestation of the
anisotropy of the potential energy surface governing the
scattering dynamics. The comparison between the calculated
and the experimental data is less than satisfactory: the rainbow
maxima and minima are dephased with respect to the experi-
mental curve. The fact that the calculated rainbow maximum
is significantly shifted toward small angles with respect to
experiment indicates that theab initio well depth is again
considerably too shallow. The scattering distribution calculated
with the best-fit potential is shown in Figure 10. The angular

positions of the maxima and minima are reproduced correctly,
but at greater scattering angles there is an underestimation of
the measured intensities. This is most likely due to the
inadequacy of the IOS approximation at large scattering angles,

Figure 6. Total differential cross sections for the scattering of Ne from
Cl2 with a collision energy of 70.7 meV. Crosses are the measured
values, and the solid line was calculated using the MP-4ab initio surface
for NeCl2 and the IOS approximation.

Figure 7. Total differential cross sections for the scattering of Ne from
Cl2 with a collision energy of 70.7 meV. Crosses are the measured
values, and the solid line was calculated using the best fit surface for
NeCl2 and the IOS approximation. The dashed line represents the result
obtained with a 10% shallower linear well depth.

Figure 8. Cuts though the best fit andab initio potential energy
surfaces for NeCl2 at γ ) 0°, γ ) 90°, and the saddle point.
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where the contribution of inelasticity is larger. The potential
parameters for the fitted surface are summarized in Table 5,
and a contour plot of the potential energy surface is shown in
Figure 1. Figure 11 shows cuts through the unchangedab initio
and fitted potential energy surfaces at 0°, 90°, and the saddle
point. The T-shaped and linear wells of the fitted potential
energy surface are about 5% deeper than the corresponding wells

of theab initio surface. The calculated dissociation energy is
D0 ) 188.4 cm-1 (187.9 ( 1.0 cm-1 is the experimental
value36). The calculation givesR0 ) 3.715 Å, and the
microwave data19 gives R0 ) 3.7190 Å. The calculated

Figure 9. Total differential cross sections for the scattering of Ar from
Cl2 with a collision energy of 74.9 meV. Crosses are the measured
values, and the solid line was calculated using the CCSD(T) corrected
MP-4 ab initio surface for ArCl2 and the IOS approximation.

TABLE 5: Potential Parameters for the ab Initio and Best
Fit × Electronic State 1-Center MSV PES of ArCl2. The
Cl-Cl Distance r Was 1.990 Å

parameter ab initio best fit

εj/cm-1 156.4612 164.1150
A2 -0.1225 -0.1208
A4 0.5339 0.5339
A6 -0.1604 -0.1604
A8 0.1307 0.1307
Rhm/Å 4.2509 4.0658
B2 0.1399 0.1026
B4 -0.1000 -0.1000
B6 0.0263 0.0263
B8 -0.0126 -0.0126
âh 6.4831 6.334
â2 0.1758 0.1758
x1 1.106916 1.106916
x2 1.50 1.50
Ch 6/cm-1Å6 826000 826000
Ch 8/cm-1Å8 7020000 7020000
Ch 10/cm-1Å10 77580000 77580000
well depth (cm-1) (γ ) 0°) -216.03 -226.88
well depth (cm-1) (γ ) 90°) -210.66 -220.83
well position (Å) (γ ) 0°) 4.479 4.132
well position (Å) (γ ) 90°) 3.745 3.657

Figure 10. Total differential cross sections for the scattering of Ar
from Cl2 with a collision energy of 74.9 meV. Crosses are the measured
values, and the solid line was calculated using the best fit surface for
ArCl2 and the IOS approximation. The dashed line represents the result
obtained with a 20% shallower linear well depth.

Figure 11. Cuts through the best fit andab initio potential energy
surfaces for ArCl2 at γ ) 0°, γ ) 90°, and the saddle point.
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rotational constants areA) 0.24596 cm-1, B) 0.04816 cm-1,
andC ) 0.04005 cm-1. A is off by 0.003%,B by 0.02%, and
C by 0.03% compared to the microwave values.38 The
microwave spectra result in extremely accurate values for the
rotational constants, which we have only reproduced to∼0.02%
accuracy. In principle, it would not be difficult to achieve a
better fit. However, two practical problems have kept us from
taking this next step. First, if we were to float more of the
anisotropy parameters, there is no longer a unique fit, and the
automated search yields a physically unreasonable anisotropy.
Second, the variational calculation of the rotational constants
from the potential energy surface would require a much larger
basis to achieve microwave accuracy, and the necessary
convergence criteria would require considerable extra computer
time.

V. Discussion

It is obvious that to obtain the best potential energy surface
for any particular interaction, as much information as possible
should be incorporated into the fit. In particular,ab initio
calculations for interactions such as those of the noble gas-
halogens are now accurate enough that such information must
be included in the fit. However, the best way to include
different types of information is not so obvious. Theab initio
calculations clearly show that relatively simple potential forms,
such as those of refs 4 and 24, are not nearly anisotropic enough
to be realistic. However, we have not been able to define a
potential function that can be adjusted to be more consistent
with theab initio points without adding more parameters than
can be adequately determined by experimental data. For this
reason we have implemented a hybrid approach in which the
ab initio calculations provide the starting point of the fit, and
physical intuition is employed to vary a few parameters to fit
the experimental data while maintaining the essential aspects
of the calculated anisotropy.
The results presented above show that theab initio surfaces

can be adjusted to fit experimental data with fairly minor
modifications. For each of the three noble gases, the depth of
the well had to be increased and the distance to the well
minimum had to be slightly decreased. However, the essential
aspects of the anisotropy, the deep linear well separated from
the perpendicular well by a considerable barrier, is clearly
consistent with the data in each case. That the deeper linear
minimum is consistent with the experimental observation of a
perpendicular ground state is due to zero-point energy effects
as discussed previously.5,8 Recently, Cockettet al.41 found
experimental evidence for both linear and perpendicular isomers
of ArI2. Also, Klemperer and colleagues42 have shown that
microwave and far-infrared spectra of HeClF are in near
quantitative agreement with the anisotropy calculated at the
MP-4 level with basis sets analogous to those employed in this
study. In the case of HeClF the data is highly sensitive to both
the He-Cl-F linear well and the perpendicular well. As in
our study, Klemperer and colleagues can improve the quality
of the fit to the data by increasing the average well depth. The
cumulative evidence for the linear well is now very strong.
Interestingly, the extent to which theab initio surfaces had

to be changed to fit the data was different for He-, Ne-, and
Ar-Cl2. It is particularly interesting that the smallest adjust-
ments were required for NeCl2, even though that is the molecule
for which the data provide the most stringent constraints. No
spectroscopic dissociation energy is available for HeCl2, and
the DCS data for NeCl2 is much more detailed than for ArCl2.
For NeCl2 only the leading terms for the well depth, well
distance, and steepness needed to be adjusted to fit the data.
The fit of the HeCl2 and ArCl2 ab initio surfaces to the data

required small adjustments of the first anisotropy parameters
of well depth and well distance.
The DCS of HeCl2, calculated with theab initio surface

(Figure 2), shows that the remainder of the main rainbow is
predicted to be at slightly smaller angles compared to the
measured curve, so according to

(see ref 43), the true well depthεj should be larger. Indeed,εj
for the best fit surface is 24% larger than for theab initio surface
(Table 3). The same argument holds for NeCl2, see Figures 6
and 7. The calculated rainbow position for theab initio surface
is shifted toward smaller angles. Again, the best fitεj is larger
by 8% than the one obtained from the MP-4 data (see Table 4).
Also for ArCl2 the rainbow angle calculated with theab initio
PES is too small. The fit corrects for this behavior by increasing
the well depth by 5% (Table 5). The frequency of the diffraction
oscillations are described43 by

The ab initio predictions for HeCl2 and NeCl2 show near
agreement with the experimental features, so the fit does not
change theRhm values very much. For ArCl2 the diffraction
oscillations are too closely spaced to be resolved in the
measurements, so∆θ cannot be determined; however, the
rainbow structure is not only sensitive toεj, but also toRhm.43
It is also interesting to note that for ArCl2 a CCSD(T)-

modified MP-4ab initio surface had to be used as starting point
in the multiproperty fit. Attempts to use the unmodified MP-4
surface did not succeed. The CCSD(T) level of theory is able
to predict the anisotropy of the PES, which was not changed in
the fit. This level of theory was also found to be necessary in
determining theab initio geometry of the ArCl2 molecule.8

The potentials of refs 4 and 24, which have a linear saddle
instead of a linear minimum, could probably be adjusted to fit
the DCS data with minor modifications. We have not, however,
performed serious tests of these potentials because they are
completely inconsistent with theab initio points. Still, the
ability of such potentials to nearly fit the data might cause one
to infer that the data by itself cannot provide any useful
constraints on the depth of the linear well. However, we showed
above that if we added the constraint that the linear well depth
is 10% less than the best fit value for HeCl2 and NeCl2, or 20%
less for ArCl2, then the quality of the fits obtained is consider-
ably degraded. This is true even if we compensate for the extra
constraint by floating all of the anisotropy parameters and
dropping any preconceptions of how the surface should look.
We do not completely understand the reason why both a deep
linear well minimum and no minimum are consistent with the
data, but a linear minimum with an intermediate well depth is
not. It is clear that the constraints provided by experimental
data lead to a complex least-squares topography in the parameter
space of the potential functions that are used. This is, of course,
the main difficulty in obtaining fitted potential surfaces. We
are convinced that the observed sensitivity to the linear well
depth is realistic and that new data or higher level calculations
will not force qualitative changes onto the anisotropies that we
employ in this study. We also note that the linear wells cannot
be much deeper than those we obtain without causing the ground
state of each molecule to switch to the linear minimum.

VI. Summary and Conclusions

Differential scattering cross sections for the He-Cl2, Ne-
Cl2, and Ar-Cl2 collisions were measured and analyzed together

q= 2εj
E

(11)

∆θ ) π‚p
µ‚ν‚Rhm

(12)
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with spectroscopic data on these systems.Ab initio potential
energy surfaces were employed to calculate the experimental
data, but it was found to be necessary to adjust the surfaces to
obtain quantitative agreement with the measurements. Most
importantly, the well depth had to be increased for each
molecule. Theab initio surfaces for HeCl2 and ArCl2 had to
be changed in the leading terms and first anisotropy parameters
of well depth and minimum distance, while the anisotropy
parameters were held fixed in the fit for NeCl2. In all cases
the essential aspects of theab initio anisotropies were preserved
in the fits. For each of the three molecules the linear well of
the best fit surface is still slightly deeper than the perpendicular
well. For NeCl2, very slight adjustments of theab initio data
yielded excellent fits to the details of the experimental data. In
this case the linear and perpendicular well depths are nearly
equal. The fitted potentials are consistent with the experimental
DCS within the infinite order sudden approximation, but the
calculations for HeCl2 and ArCl2 show some discrepancies at
higher angles. This disagreement at high angles may be due to
the IOS approximation, as discussed earlier.
We believe that the best fit potential energy surfaces presented

here for these molecules are the best surfaces that can be
constructed using currently available information. Of course,
the present work is not very sensitive to either the very short
range or very long range portions of the potential. Also, the
present data does not specify how the rare gas-Cl2 potential
depends on the Cl-Cl distance. For this important aspect of
the potential, stimulated emission pumping data for high
vibrational levels of the X state would be very useful. New
data regarding either the linear isomers or excited vibrational
levels would also be very valuable. Given the central role that
rare gas-halogen species play in many dynamical studies,
further work on this difficult problem is well justified.
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Note Added in Proof: We have recently become aware of

the fact that McCourt and Naumkin (private communication)
have also been fitting the potential energy surfaces discussed
in this paper. They start with somewhat higher levelab initio
points than we did and obtain good fits with minor adjustments.
For ArCl2, their results and ours are quite similar for the
perpendicular well, for which the data are most sensitive, but
McCourt and Naumkin were able to fit the data with a linear
well whose position is closer to that of theab initio points than
for our fit. Their results and ours are quite similar for NeCl2.
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